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In a review of the subject of sample size, one must first make the decision of how precise an  answer he wants. Here we deal with both non-discrete variables such as length and weight of fish  which are measured along a continuous scale, and with discrete variables which are counted in  units such as number of fin rays or number of lateral-line scales. Of more importance here is that  we are dealing with characters which have a "normal" distribution, or a distribution which can be  transformed to normal, and for which we can compute mean, standard deviation, and other  parametric statistics.  


In confronting the question of how large a sample is needed (how many fish must be measured),  the starting questions are: (1) what level of confidence--95%, 99%, etc. -- do you want that your  conclusion will be correct, and (2) how precisely do you want to estimate the true population mean?  For example, for the latter question, if you measure a number of 3-year-old bluegills and their mean  length figures out to be 6. 3 inches, how narrow do you want your confidence limits to be about  your sample mean, and at the same time be 95% confident that the population mean lies within  these limits. In short, you need first to decide just how precise you want your sample mean to be,  and what odds do you want that you are correct. The second bit of information one needs is a  measure of the size variability in the population you are studying--how much do 3-year-olds in this  lake vary in length? The statistical measure used is standard deviation (s). You must measure a few  fish in advance, to get a prior figure on standard deviation; or you estimate standard deviation from  your prior knowledge of length of 3-year-old bluegills in other waters. In practice, one often  measures a "reasonable" number of fish and then computes the precision of his sampling  after-the-fact; he can then decide on how much larger a sample he needs for the desired degree of precision. 


The formula for determining sample size (n) is given at the head of the accompanying tables; t is a statistic (from standard texts) which is related to the confidence level desired; L is 1/2 of your confidence interval about your sample mean. Attached tables give sample size for two confidence limits (95% and 99%) for specified values of L and standard deviation (s), the reader will have to familiarize himself on the computation of standard deviation: 


� EMBED Equation.2  ���


As a guide for the use of the attached tables, see the table for 95% confidence limits: under L run down to 1.0, and for standard deviation run along the top to the column head s = 2.0. Match the two, and you have a sample size of 18 that is, if you are dealing with measurements which have a standard deviation of 2.0, and you want to be 95% sure that your sample mean will be within 1.0 inch of the true population mean, you need a sample size of at least 18 measurements . 


Supposing you were measuring something large, and you have a sample standard deviation of 10.0 units; now if you want to be 95% certain that your sample mean is within 1.0 unit of the true mean, you need the very large sample of 400 measurements. 


The accompanying figure also presents the data on sample size for the confidence levels of 95% and 99%, and in addition for other confidence levels ranging from 75% to 99. 9%. In the figure the fraction, L divided by s, is used for the horizontal (log) scale, and sample size (n) is read from the vertical (log) scale. Try applying to the figure, the example illustrated above (s = 2.0, L = 1.0, conf;  lim. 95%), you will confirm the (same) sample size of 18. 
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